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A B S T R A C T

Tremendous progress has been made in facial Micro-Expression (ME) spotting and recognition; however,
most works have focused on either spotting or recognition tasks on the 2D videos. Until recently, the
estimation of the 3D motion field (a.k.a scene flow) for the ME has only become possible after the release
of the multi-modal ME dataset. In this paper, we propose the first Scene Flow Attention-based Micro-
expression Network, namely SFAMNet. It takes the scene flow computed using the RGB-D flow algorithm
as the input and predicts the spotting confidence score and emotion labels. Specifically, SFAMNet is an
attention-based end-to-end multi-stream multi-task network devised to spot and recognize the ME. Besides
that, we present a data augmentation strategy to alleviate the small sample size problem during network
learning. Extensive experiments are performed on three tasks: (i) ME spotting; (ii) ME recognition; and (iii)
ME analysis on the multi-modal CAS(ME)3 dataset. Empirical results indicate that depth is vital in capturing
the ME information and the effectiveness of the proposed approach. Our source code is publicly available at
https://github.com/genbing99/SFAMNet.
1. Introduction

Facial expression is a form of non-verbal communication that con-
veys a person’s emotion that words might not contain [1,2]. Succinctly,
there are two types of facial expressions, i.e., Macro-Expression (MaE)
and Micro-Expression (ME). It is known that analyzing ME is more
challenging compared to the MaE in terms of the following charac-
teristics: (i) behavior - ME is subtle and involuntary whereas MaE is
noticeable and voluntary; (ii) truthfulness - ME occurs when a person
tries to conceal genuine emotion whereas MaE states the person’s actual
feeling; (iii) appearance - ME may appear only on one region of the
face whereas MaE appears across the entire face; and (iv) timing -
ME usually last shorter than 0.5 s whereas MaE lasts between 0.5 to
4 s [3]. Within the occurrences of ME in a fraction of a second, a person
that is professionally trained using the Micro-Expression Training Tool
(METT) [4] can only correctly spot and recognize the ME around 50–50
chance [5], not to mention other people without professional training.
It is noticed that an automatic ME analysis system has caught the eyes
of both computer science and psychology experts. This is due to the
increasing publicly available ME datasets and potential use cases in
many sensitive fields, i.e., police interrogation, clinical diagnosis, and
law enforcement [6].

In the past decades, MEs have been studied vigorously in the 2D
plane through image or video processing. However, 2D-based analysis
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is challenging to handle the subtle facial changes expressed on a 3D
surface. Generally, it is often stated that 3D facial analysis provides
more significant advantages in dealing with expression variations, pose
variations, and viewpoint dependency [7]. Recently, [8] conducted a
psychological experiment to validate that the third dimension (depth)
is an essential factor by showing the subjects both 2D and 3D ME
videos. The experiment found that the human visual perception system
is more sensitive to 3D visualization with shorter reaction time and
higher intensity ratings. Therefore, 3D motion-based ME analysis that
takes additional depth information is presumed to reveal the visual clue
that is not captured in a 2D video.

Typically, ME analysis comprises two main tasks: spotting and
recognition. Influenced by the Micro-Expression Grand Challenge
(MEGC) 2018–2022 [9–13], researchers tend to focus on only a single
task, either spotting or recognition. Thus, the existing methods pro-
posed for spotting task is difficult to be employed for recognition task,
and vice versa. Albeit the Micro-Expression Analysis Network (MEAN)
proposed by [14] can combat the problem, the two-step network
learning paradigm is relatively time-consuming. Hence, developing an
end-to-end learning approach that works well on both ME spotting and
recognition tasks is essential.

A considerable amount of work has been established to analyze
the MaE in a 3D space [15]; however, minimal attempts have been
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proposed to analyze ME using 3D information. Until recently, such
research direction was only made possible after the availability of
multi-modal ME datasets [8,16]. In this paper, we present SFAMNet,
a Scene Flow Attention-based Micro-expression Network designed to
spot and recognize the ME using color and depth information. SFAMNet
takes the scene flow features as input and employs an attention-based
end-to-end multi-stream multi-task architecture. We address the chal-
lenge of limited training data by proposing a data augmentation with
an enhanced pseudo-labeling technique. Our main contributions are
three-fold:

1. To the best of our knowledge, this is the first known work that
attempts both spotting and recognition of MEs on the multi-
modal CAS(ME)3 dataset. We propose SFAMNet to accomplish
both tasks as well as a unified spot-then-recognize analysis task.

2. Technically, we exploit the RGB-D flow feature extraction tech-
nique to estimate the 3D motion changes on the face using both
color and depth modalities. Also, we propose a data augmenta-
tion strategy to increase the ME sample size for network training
with an improved pseudo-labeling technique.

3. Experimentally, we achieve the best results in three tasks on
the CAS(ME)3 dataset: ME spotting with an F1-score of 0.0716,
ME recognition (4-class) with UF1 of 0.4462, and ME analysis
(4-class) with STRS of 0.0331.

. Literature review

Conventionally, the research on ME began in 1969 when Ekman
iscovered the occurrences of ME [17]. Then, the earliest posed ME
atasets released in 2009 [18] spurs the development of computer
ision algorithms. Since the posed MEs may present different charac-
eristics (i.e., behavior and timing) from the MEs in reality, the first
pontaneous ME dataset was released in 2013 [19]. With additional
epth information, the state-of-the-art multi-modal datasets were only
eleased in the mid of 2022 to encourage the proposal of 3D-based
echniques [8,16]. Thereby, it is still considered very new with limited
iterature. Hence, this section reviews the methods proposed to deal
ith 2D videos.

.1. Feature extraction

The existing feature extraction techniques can be divided into two
ain categories: Local Binary Pattern (LBP) variants and optical flow

uided features. LBP is one of the pioneer methods in the ME domain
hat is robust towards illumination changes and relatively simpler to be
omputed [20]. After that, the LBP on Three Orthogonal Plane (LBP-
OP) is commonly used as the baseline method in the ME datasets [16,
9,21,22] due to its ability to measure the intensity with an additional
ime dimension. Several LBP variants are then proposed to improve its
iscriminative power further [23,24] However, the main drawback of
ost LBP variants is they only consider local instead of global features.

Meanwhile, the optical flow feature extraction technique is widely
sed in the ME domain [11] with its compelling ability to estimate the
elocities of facial motion changes in a 2D field. There are a few optical
low computation algorithms including Horn & Schunck [25], Lucas
anade [26], Farneback [27], and TV-L1 [28]. Then, the optical strain

s derived from optical flow to capture the facial deformation informa-
ion [29]. In the literature, some optical flow guided features are then
esigned to improve the robustness [30–33]. It is also noticeable that
here is a rising trend of using optical flow guided features in current
iterature.

.2. ME spotting

Generally, the ME spotting is performed after the feature extraction
tage to locate the interval of the occurrences. In the work of [20],
2

they proposed the feature difference (FD) analysis that computes the
Chi-Square (𝜒2) distance of the LBP features between two frames to
obtain the level of facial changes. Afterward, thresholding and peak
detection are applied to spot the relevant movements with a high
change level [34,35]. Furthermore, [36] analyzed the ME movement
pattern and employed the Hammerstein model to augment the feature
samples for training, leading to improved performance for the machine
learning algorithm. A few traditional methods also analyze the optical
flow intensity, which prevailed in the MEGC spotting task [37–39], but
these methods are susceptible to large global movement [8].

Instead of directly using the features for the spotting task, deep
learning-based methods are in fashion to further learn the salient
regions contributing to the ME occurrences. Recurrent Neural Network
(RNN) is used to learn the features sequentially [40]. Alternatively, sev-
eral works formulate the learning task on frame level basis by designing
innovative Convolutional Neural Network (CNN) architecture [35,41–
44]. Interestingly, these CNN-based models take optical flow guided
features as the input image, which again warrants the effectiveness of
motion features.

2.3. ME recognition

The ME recognition task is undoubtedly a classification problem. In
the early works, the SVM classifier is frequently used to analyze the
pattern from various features for comparison [30]. In tandem with the
increasing ME samples in the literature, deep learning algorithms are
garnering attention to learn the visual representation of emotions.

The MEGC 2019 [10] has established a standard evaluation to mea-
sure the performance of the ME recognition task. In this challenge, the
top 3 accepted submissions [45–47] utilized the optical flow features
as the input data into the CNN architecture. Then, Feature Refinement
(FeatRef) [48] was proposed to further learn the expression-specific
motion features information. The Identity-aware and Capsule-Enhanced
Generative Adversarial Network (ICE-GAN) [49] introduced the ME
synthesis to augment the samples, meantime outperforming the existing
works significantly. However, the loss functions used in the work are
not disclosed entirely in the code repository for reproducibility.

2.4. ME analysis

Despite numerous works proposed in the literature to perform ME
spotting and recognition, the ME analysis task to spot-then-recognize
the ME seamlessly remains subdued. This is mainly because the results
from the spotting task are still far from satisfactory [13]. The prior re-
search by [31,50] suggested a completely different process for spotting
and recognition tasks, which requires additional efforts to be imple-
mented. Thus, the Micro-Expression Analysis Network (MEAN) [14]
has been devised to tackle both tasks in a single network. MEAN is a
multi-output network with two task-specific networks for spotting and
recognition. The imperfection of the network is the two-step learning
paradigm, which can be time-consuming to train. To overcome this
issue, an end-to-end learning approach is proposed in this paper.

3. Proposed approach

3.1. Scene flow

Scene flow estimates the 3D motion field between a pair of color
(RGB) and depth (D) frames. It has been widely used in several appli-
cations, e.g., autonomous driving, robotics, object segmentation, and

any more [52]. Notwithstanding the ability to describe real-world
otion, it has yet to be applied in the ME domain. In this paper, we

mplement the RGB-D flow [51] to reveal the clues of 3D facial motion
sing two RGB-D images, as shown in Fig. 1.

Given 𝐼0, 𝐼1 be the intensity images and 𝑍0, 𝑍1 be the depth images,
with similar height 𝐻 and width 𝑊 , taken at time 𝑡 , 𝑡 , respectively.
0 1
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Fig. 1. Implementation of RGB-D flow [51] to estimate the scene flow from two color
and depth images.

According to the brightness constancy implied by the optical flow,
where the moving points do not move between the time 𝑡0 and 𝑡1, we
can formulate the brightness constancy term:

𝐸𝐶 = 𝐼1(𝑥 + 𝑢, 𝑦 + 𝑣) − 𝐼0(𝑥, 𝑦) (1)

where 𝑥, 𝑦 are the pixel coordinates and 𝑢, 𝑣 are the horizontal and
vertical components of the flow field. Formally, it is assumed that the
depth of the moving points is not constant over time, but the depth
change must be equal to the difference between 𝑍0 and 𝑍1 that warped
with the optical flow. Hence, the depth constancy term can be defined
as:

𝐸𝑍 = 𝑍1(𝑥 + 𝑢, 𝑦 + 𝑣) −𝑍0(𝑥, 𝑦) −𝑤 (2)

where 𝑤 refers to the depth component of the flow.
In practice, the aperture problem is associated with scene flow

estimation. To solve this, regularization is required to provide a smooth
flow field. The regularization term based on total variation can be
formulated as:

𝐸𝑅 = |∇𝑢|2 + |∇𝑣|2 + 𝛽(𝑥, 𝑦)|∇𝑤|

2 (3)

where 𝛽(𝑥, 𝑦) = 𝑓 2, and 𝑓 is the focal length of the color camera.
Furthermore, the flow magnitude penalty term is defined as:

𝐸𝑃 = |

𝑓∕𝑍(𝑥,𝑦) ⋅ (𝑢, 𝑣,𝑤)|2 (4)

To complete the scene flow estimation, the objective is to minimize
the energy function:

𝐸 = 𝐸𝐶 + 𝐸𝑍 + 𝛼𝐸𝑅 + 𝛾𝐸𝑃 (5)

where 𝛼 and 𝛾 are the constant weights that can be tuned.
Finally, Euler–Lagrange equations with Successive Over-Relaxation

(SOR) updates come into place to solve the energy minimization prob-
lem, following the optimization process proposed in the work of [51].
As a result, the scene flow can be represented as  = (𝑢, 𝑣,𝑤) ∈
R𝑊 ×𝐻×3. It is worth mentioning that the scene flow consumes signifi-
cantly lesser memory than the depth flow  ∈ R𝑊 ×𝐻×200 introduced in
the work of [8].

3.2. Data augmentation

Insufficient training data is a long-standing issue in the ME do-
main [8,53]. Hence, we propose a data augmentation strategy that
utilizes the sliding window approach to generate new training data
from existing data. As illustrated in Fig. 2, the training data and
labels computed using ground-truth and sliding window approaches are
combined to facilitate the network training process.
3

Given a multi-modal ME dataset containing RGB and D information
for each frame recorded. Generally, the annotation of frame location
(e.g., 𝐹𝑜𝑛𝑠𝑒𝑡, 𝐹𝑎𝑝𝑒𝑥, and 𝐹𝑜𝑓𝑓𝑠𝑒𝑡) and emotion class (e.g., happy, disgust,
. . . , others) labels are provided for each ME clip. For the ground-truth
data, RGB-D flow is employed to compute the scene flow for each pair
(𝐹𝑜𝑛𝑠𝑒𝑡, 𝐹𝑎𝑝𝑒𝑥). Then, we can generate the ground-truth label set, such
that:

𝑌𝐺𝑇 = (𝑠𝑖, 𝑐𝑖) for 𝑖 = 1,… , 𝑛 (6)

where 𝑠𝑖 is the spotting confidence score and 𝑐𝑖 is the emotion class for
the 𝑖 clip, while 𝑛 is the total number of ME clips in the dataset. Note
that 𝑠𝑖 is always set to 1 for the ground-truth labels.

For the sliding window approach, the window with the interval
[𝐹𝑖, 𝐹𝑖+𝑘𝑆𝑊 ] is scanned across each video to compute the scene flow,
where 𝑘𝑆𝑊 is the frame distance that is computed based on the video
FPS, such that: 𝑘𝑆𝑊 = 𝐹𝑃𝑆 × 0.2. The 0.2s is the upper limit duration
of the onset phase (onset until apex) [54]. To label the scene flow for
training, we revisit and enhance the pseudo-labeling technique pro-
posed in the work of [35]. Concretely, we initialize the pseudo-label set
with a similar length to the video as (𝑠𝑖 = 0, 𝑐𝑖 = 𝑁𝑒𝑢𝑡𝑟𝑎𝑙). Intuitively,
we find that the AUs produced in the interval [𝐹𝑜𝑛𝑠𝑒𝑡, 𝐹(𝑜𝑛𝑠𝑒𝑡+𝑎𝑝𝑒𝑥)∕2],
which captures the initial activation of the expression, tend to provide
the most valuable insights for assessment. Hence, we label the frames
in the interval of each ME clip as (𝑠𝑖 = 1, 𝑐𝑖). To ensure that the pseudo-
labeling process remains within the bounds of the video length, we
only consider the first frame of the window for labeling. Thus, the
pseudo-label set can be formulated as:

𝑌𝑆𝑊 = (𝑠𝑖, 𝑐𝑖) for 𝑖 = 1,… , 𝐹𝑒𝑛𝑑 (7)

where 𝐹𝑒𝑛𝑑 is the last frame of the video, and the process is repeated
for all videos in the dataset.

Finally, the training labels for the network input can be obtained by
concatenating the ground-truth label set and pseudo-label set:

𝑌 = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑌𝐺𝑇 , 𝑌𝑆𝑊 ) (8)

Since some existing works [35,55] only apply the sliding window
approach for the ME spotting task, theoretically, our proposed approach
which incorporates the actual ME samples from ground-truth labels can
describe the motion details more accurately. Likewise, most works only
use ground-truth labels to compute features for the ME recognition task.
As a side benefit, our implementation of the sliding window approach
increases the ME samples in the same direction as the ground-truth
motion field with different magnitudes.

3.3. SFAMNet

Our proposed Scene Flow Attention-based Micro-expression Net-
work, namely SFAMNet, is an attention-based end-to-end multi-stream
multi-task network, as depicted in Fig. 3. Specifically, the three in-
puts of the network are the scene flow components (𝑢, 𝑣,𝑤), and the
two outputs are the confidence score for spotting and the emotion
class for recognition. Although the architecture of SFAMNet is based
on MEAN [14], several significant refinements distinguish it from its
predecessor:

1. The inputs to the network streams are the scene flow compo-
nents (𝑢, 𝑣,𝑤), which describe the motion information with an
extra depth dimension.

2. The Convolutional Block Attention Module (CBAM) structure
seamlessly integrates into the network architecture to focus more
on the salient regions that contribute to the ME.

3. To eliminate the cumbersome two-step training paradigm, an
end-to-end network optimization method is proposed to simplify
the training process.

4. The number of filters for the three-stream convolutional layers

is standardized to three.
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𝑠

Fig. 2. Data augmentation strategy that concatenates the training data generated from ground-truth and sliding window approaches.
Fig. 3. Our proposed SFAMNet takes the scene flow components (𝑢, 𝑣,𝑤) into each stream as inputs, and predicts the confidence score (spotting) and emotion class (recognition).
5. At the spotting network, the linear activation function is re-
placed with the sigmoid activation function.

Given the three scene flow components (𝑢𝑖, 𝑣𝑖, 𝑤𝑖) of 𝑖th frame
fed into each stream of the inputs, our proposed SFAMNet model 
predicts the confidence score (𝑠𝑖) and emotion class (𝑐𝑖), which can be
represented as:

̂𝑖, 𝑐𝑖 = (𝑢𝑖, 𝑣𝑖, 𝑤𝑖) for 𝑖 = 1,… , 𝐹𝑒𝑛𝑑 (9)

where 𝐹𝑒𝑛𝑑 is the last frame in the video.
There are three main modules in the SFAMNet architecture: (1)

shared network, which is integrated with CBAM to extract the features
from each scene flow component; (2) spotting network, which outputs
the confidence score for spotting task; (3) recognition network, which
predicts the emotion class for the recognition task.

3.3.1. CBAM
The Convolutional Block Attention Module (CBAM) [56] is in fash-

ion due to its capability to emphasize meaningful features using the
attention mechanism. More importantly, CBAM can be integrated into
any CNN architecture and is end-to-end trainable. There are two mod-
ules placed sequentially, i.e., channel attention module and spatial
attention module. The details are discussed next.

The channel attention module concentrates on ‘‘what’’ is important
in the image by computing the channel-wise attention. First, the global
Max Pooling (MaxPool) and global Average Pooling (AvgPool) are
4

applied simultaneously to squeeze the input feature map 𝐹 . Specifi-
cally, AvgPool aggregates the spatial information, whereas MaxPool
preserves the contextual information in the feature map. Next, the
feature maps 𝐹 𝑐

𝑎𝑣𝑔 and 𝐹 𝑐
𝑚𝑎𝑥 obtained are forwarded to a shared Multi-

Layer Perceptron (MLP) with one hidden layer, the weights in the
layer are denoted as 𝑊0 and 𝑊1. Afterwards, the features are summed
up element-wise and passed through a sigmoid function (𝜎) to get
the output channel attention map 𝑀𝑐 . Overall, the channel attention
module can be summarized as follows:
𝑀𝑐 (𝐹 ) = 𝜎(𝑀𝐿𝑃 (𝐴𝑣𝑔𝑃𝑜𝑜𝑙(𝐹 )) +𝑀𝐿𝑃 (𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹 )))

= 𝜎(𝑊1(𝑊0(𝐹 𝑐
𝑎𝑣𝑔)) +𝑊1(𝑊0(𝐹 𝑐

𝑚𝑎𝑥)))
(10)

To broadcast the attention values computed, the 𝑀𝑐 (𝐹 ) is then multi-
plied element-wise with input features 𝐹 to form 𝐹 ′:

𝐹 ′ = 𝑀𝑐 (𝐹 )⊗ 𝐹 (11)

On the other hand, the spatial attention module focuses on ‘‘where’’
is the important region, as complementary to the channel attention.
Taking the intermediate feature maps 𝐹 ′ from the output of the channel
attention module, the global AvgPool and global MaxPool are applied
to obtain the 2D feature maps: 𝐹 𝑠

𝑎𝑣𝑔 and 𝐹 𝑠
𝑚𝑎𝑥. After concatenating the

2D feature maps, a convolutional layer with 7 × 7 kernel size (𝑓 7×7) and
a sigmoid function (𝜎) are then applied to generate a spatial attention
map 𝑀𝑠. The process can be written as:

𝑀𝑠(𝐹 ′) = 𝜎(𝑓 7×7([𝐴𝑣𝑔𝑃𝑜𝑜𝑙(𝐹 ′);𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝐹 ′)]))
7×7 𝑠 𝑠 (12)
= 𝜎(𝑓 ([𝐹𝑎𝑣𝑔 ;𝐹𝑚𝑎𝑥]))
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Finally, the 𝑀𝑠(𝐹 ′) is multiplied element-wise with 𝐹 ′ to get the refined
output:

𝐹 ′′ = 𝑀𝑠(𝐹 ′)⊗ 𝐹 ′ (13)

Formally, given the feature map 𝐹 ∈ R𝐶𝑚×𝐻𝑚×𝑊𝑚 as input, CBAM
generates the 𝑀𝑐 ∈ R𝐶𝑚×1×1 and 𝑀𝑠 ∈ R1×𝐻𝑚×𝑊𝑚 as attention maps,
then 𝐹 ′′ ∈ R𝐶𝑚×𝐻𝑚×𝑊𝑚 as the final output. Note that 𝐶𝑚, 𝐻𝑚, and 𝑊𝑚
denote the channel, height, and width of the feature map, respectively.

3.3.2. Shared network
A shared network comprises three input streams, each taking a scene

flow component. First, the convolutional layer applies convolutional
filters to compute a feature map, such that every pixel 𝑧𝑥𝑦 in the feature
map at position (𝑥, 𝑦) of the 𝑙th layer is computed by:

𝑓𝑐𝑜𝑛𝑣(𝑧𝑙𝑥𝑦) =
𝑃 𝑙−1
∑

𝑝=0

𝑄𝑙−1
∑

𝑞=0
𝑤𝑙

𝑝𝑞𝑧
(𝑙−1)
(𝑥+𝑝)(𝑦+𝑞) + 𝑏𝑙 (14)

where 𝑤𝑙
𝑝𝑞 is the kernel weight parameter at position (𝑝, 𝑞) of layer 𝑙, 𝑃 𝑙

and 𝑄𝑙 are the width and height of the kernel in layer 𝑙 respectively,
𝑏𝑙 is the bias in layer 𝑙. Subsequently, the CBAM layer is integrated
to extract meaningful features in both channel and spatial dimensions.
Since the size of input and output feature maps are the same, for
simplicity, we denote it as follows:

𝑓𝑐𝑏𝑎𝑚(𝑧) = 𝑐𝑏𝑎𝑚(𝑧) (15)

Next, we use the max pooling layer to calculate the maximum value in
each patch of the feature map, which can be expressed as:

𝑓𝑝𝑜𝑜𝑙(𝑧𝑙𝑥𝑦) = 𝑚𝑎𝑥{𝑧(𝑙−1)(𝑥+𝑗)(𝑦+𝑘)|𝑗 = 0,… , 𝑚; 𝑘 = 0,… , 𝑚} (16)

where 𝑚 refers to the patch size. Lastly, the outputs from three streams
are merged using the concatenation layer (𝑓𝑐𝑜𝑛𝑐𝑎𝑡) to represent the
features extracted from the input scene flow. Succinctly, the shared
network can be represented as:

𝐹 (𝜏) = 𝑓𝑝𝑜𝑜𝑙(𝑓𝑐𝑏𝑎𝑚(𝑓𝑐𝑜𝑛𝑣(𝜏)))

𝑠(𝑢, 𝑣,𝑤) = 𝑓𝑐𝑜𝑛𝑐𝑎𝑡(𝐹 (𝜏)) for 𝜏 = 𝑢, 𝑣,𝑤
(17)

where 𝐹 (𝜏) is the intermediate feature map before the concatenation
layer and 𝐹𝑠 is the output of the shared network.

3.3.3. Spotting network
A spotting network is a task-specific network designed for the

spotting task. After the shared network, a convolutional layer followed
by a max pooling layer is applied to the feature maps to extract the
important spotting task-specific features. Afterwards, the feature maps
are flattened into a one-dimensional vector, then passed on to the fully
connected layer (𝑓𝑓𝑐) with a sigmoid activation function (𝑓𝑠𝑖𝑔) that has
nly one neuron. The sigmoid activation function can be computed as:

𝑠𝑖𝑔(𝑧) =
1

1 + 𝑒−𝑧
(18)

The output is the predicted spotting confidence score (�̂�) between
and 1, which can be interpreted as the probability of being in an

nterval of expression. The spotting network is as follows:

�̂�(𝐹𝑠) = 𝑓𝑠𝑖𝑔(𝑓𝑓𝑐 (𝑓𝑝𝑜𝑜𝑙(𝑓𝑐𝑜𝑛𝑣(𝐹𝑠)))) (19)

here �̂�(𝐹𝑠) is the predicted spotting confidence score from the output
f the shared network.

.3.4. Recognition network
The recognition network takes the feature maps after the shared

etwork as input and predicts the probabilities for emotion classes. It
5

as a similar structure as the spotting network until the fully connected
ayer. In contrast, the features extracted are specific to the recognition
ask. A softmax activation function (𝑓𝑠𝑜𝑓𝑡) is appended, such that:

𝑠𝑜𝑓𝑡(𝑧𝑗 ) =
𝑒𝑧𝑗

∑𝐶
𝑐=1 𝑒

𝑧𝑐
for 𝑗 = 1,… , 𝐶 (20)

where 𝑧𝑗 is the probability of the feature map 𝑧 to be class 𝑗, and 𝐶
s the total number of emotion classes. The output of the recognition
etwork is the predicted emotion class (𝑐). The network is structured
s follows:

̂(𝐹𝑠) = 𝑓𝑠𝑜𝑓𝑡(𝑓𝑓𝑐 (𝑓𝑝𝑜𝑜𝑙(𝑓𝑐𝑜𝑛𝑣(𝐹𝑠)))) (21)

here 𝑐(𝐹𝑠) is the predicted probability for each emotion class from the
utput of the shared network.

.3.5. Network optimization
Our proposed network is trained end-to-end, which requires an

ptimization process to handle the predicted multi-task outputs (�̂�𝑖, 𝑐𝑖).
he training labels (𝑠𝑖, 𝑐𝑖) generated from Eq. (8) are used herein as the
ctual labels to optimize the network.

In particular, the spotting loss 𝑠𝑝𝑜𝑡 is designed to reduce the Mean
quared Error (MSE) between the predicted and actual spotting confi-
ence score:

𝑠𝑝𝑜𝑡 =
1
𝑛

𝑛
∑

𝑖=1
(𝑠𝑖 − �̂�𝑖)2 (22)

where 𝑛 is the total number of training samples.
Since the recognition network predicts a multi-class output (𝑐𝑖), the

actual emotion label (𝑐𝑖) is converted to a one-hot vector. Hence, we
can formulate the recognition loss 𝑟𝑒𝑐𝑜𝑔 using the categorical cross-
entropy loss to measure how well the predicted probability for each
emotion class:

𝑟𝑒𝑐𝑜𝑔 = −1
𝑛

𝑛
∑

𝑖=1
𝑐𝑖 𝑙𝑜𝑔 (𝑐𝑖) (23)

The final objective is to minimize the total loss:

𝑡𝑜𝑡𝑎𝑙 = 𝜆𝑠𝑝𝑜𝑡 + (1 − 𝜆)𝑟𝑒𝑐𝑜𝑔 (24)

where 𝜆 is a balancing parameter between 0 and 1.

3.4. Prediction and post-processing

During the prediction of a long video, each frame with extracted
scene flow features is fed into the network to obtain the predicted
spotting confidence score and probability of emotion labels. Then, we
select the emotion label with the largest probability as the predicted
emotion class.

During post-processing for the spotting task, we implement the
strategy proposed in the work of [57]. Notably, this strategy can obtain
both MaE and ME intervals for evaluation. In short, there are five main
steps: (i) get the predicted confidence score for each frame in the entire
video; (ii) use two sliding windows with length 𝑘𝑀𝑎𝐸 and 𝑘𝑀𝐸 and
apply a simple average smoothing function to obtain two smoothed
curves; (iii) peak detection technique with a threshold of value 𝑝 is
utilized to detect the peak frames in both the ME and MaE curves; (iv)
difference between the spotted ME peak frame, and its immediate frame
in the MaE curve is computed, then, the ME peak frame is kept if the
difference is larger than the threshold 𝑑. This process aims to reduce
a large amount of falsely spotted ME from the previous step; and (v)
the intervals of MaE and ME are spotted based on the length of 𝛼𝑜𝑛𝑠𝑒𝑡𝑀𝑎𝐸 ,
𝛼𝑜𝑓𝑓𝑠𝑒𝑡𝑀𝑎𝐸 , 𝛼𝑜𝑛𝑠𝑒𝑡𝑀𝐸 , and 𝛼𝑜𝑓𝑓𝑠𝑒𝑡𝑀𝐸 .

During post-processing for the analysis task, we adopted the mode
technique [14] to determine the emotion class of the spotted interval.
Briefly, the highest number of occurrences of the predicted emotion
class in the spotted onset phase is selected. Accordingly, this mode
technique reduces the bias (using only a single frame) and noise (using

too many frames) from the entire spotted interval.
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4. Experiment

4.1. Dataset

We select the multi-modal CAS(ME)3 dataset [8] to evaluate the per-
formance of our proposed approach. CAS(ME)3 is the first ME dataset
hat introduces the depth information to describe the facial depth
hanges during an expression. The Intel RealSense®D415™camera with

30 FPS and 1280 × 720 resolution is used to record the RGB-D images.
The dataset has three parts: part A, part B, and part C. The male:female
ratio is 112:135, with a mean age of 22.74. Part A and part B are
recorded using the second-generation elicitation paradigm, while part
C is based on the third-generation ME elicitation paradigm. Due to the
videos in part B being unlabeled, and videos in part C being elicited in
a different setting; hence, we use part A for experiments.

Part A is in the second generation, which is recorded in a con-
strained lab environment. In order to capture the spontaneous ME,
the subjects are asked to keep a poker face throughout the process.
There are 1300 video clips collected from 100 subjects, and the average
video duration is around 98 s. A total of 860 MEs and 3342 MaEs are
annotated with onset, apex, and offset frames location. The emotion
and AU labels are provided only for MEs. The emotion can be classified
into 4 classes (457 negative, 55 positive, 187 surprise, and 161 others)
or 7 classes (250 disgust, 187 surprise, 161 others, 86 fear, 64 anger,
57 sad, and 55 happy).

4.2. Performance metrics

To assess the performance of our proposed approach, we follow the
metrics suggested in the work of [14] for evaluating long videos on
spotting, recognition, and analysis tasks.

For the spotting task, we adopt the F1-score metric as suggested
by the ME community [11–13]. We employ the standard evaluation
metrics for recognition and analysis tasks, such as recall, precision, F1-
score, UF1, and UAR [10]. Note that the recognition task is based on
ground-truth intervals, whereas the analysis task depends on spotted
TP intervals. We use the Spot-Then-Recognize Score (STRS) to measure
the overall system performance, which multiplies the F1-score from the
spotting and analysis tasks [14].

4.3. Experiment settings

Before computing the scene flow, we crop the facial region using
Multi-task Cascaded Convolutional Networks (MTCNN) [58]. Besides,
the global motion removal [35] is applied by deducting the scene
flow of the nose region. The three flow components are then resized
to 42 × 42 pixels before being fed into the proposed network. For
intelligent analysis during the spotting task, we have excluded some
MEs that have long offset phases (apex until offset), as suggested by
the authors of the target dataset [8].

Our network is trained with Adam optimizer and the batch size
is set to 1024. We employ a learning rate of 1 × 10−4 and execute
or 200 epochs. To alleviate the class imbalance problem, we sample
he expression and non-expression frames with a ratio of 1:1. Also, we
alance the class weights according to the number of emotion class
amples to regularize the recognition loss in Eq. (23). By applying more
eight to the minority class and less weight to the majority class, the
etwork is forced to learn the representations equally for all classes.
o ensure the predicted emotion class is valid, we set the class weight
f class ‘neutral’ to 0. We first train the network on 4-class evaluation.
ubsequently, we freeze the shared network and spotting network and
ine-tune it on 7-class evaluation.

The Leave-One-Subject-Out (LOSO) cross-validation is used to eval-
ate the proposed approach. This eliminates the subject bias by en-
uring the model has no knowledge about the testing subject. For
arameter settings, we set the 𝑘 , 𝑘 , 𝑘 , 𝛼𝑜𝑛𝑠𝑒𝑡, 𝛼𝑜𝑓𝑓𝑠𝑒𝑡, 𝛼𝑜𝑛𝑠𝑒𝑡 ,
6

𝑆𝑊 𝑀𝐸 𝑀𝑎𝐸 𝑀𝐸 𝑀𝐸 𝑀𝑎𝐸 r
Table 1
Performance comparison for ME spotting on CAS(ME)3 dataset. Results #1∼#3 and #6
are obtained from [8]. : Optical flow, : Depth flow, : Scene flow, : Hybrid flow

# Authors Features Method F1-score

1 He [37]  OF-FD 0.0000
2 Zhang et al. [59]  SP-FD 0.0103
3 Yu et al. [42]  LSSNet 0.0653
4 Liong et al. [14]  MEAN 0.0283
5 Ours  SFAMNet 0.0591

6 Li et al. [8]  SP-FD 0.0112

7 Liong et al. [14]  MEAN 0.0412
8 Ours  SFAMNet 0.0695

9 Ours  SFAMNet 0.0716

𝛼𝑜𝑓𝑓𝑠𝑒𝑡𝑀𝑎𝐸 , 𝑝, 𝑑 to 6, 15, 20, 15, 32, 50, 50, 0.58, and 0.02, respectively.
The balancing parameter 𝜆 during network optimization is set to be 0.9.

All experiments are performed with Pytorch on NVIDIA GeForce
RTX 3090. Our proposed SFAMNet is a shallow architecture with 7237
parameters and 2.8 million FLOPs. The average time taken for a single
fold of LOSO on the CAS(ME)3 dataset is around 52.83 s.

5. Results and discussion

This section comprehensively discusses the results for (i) ME spot-
ting, (ii) ME recognition, and (iii) ME analysis. Besides our proposed
SFAMNet with scene flow features, we also conducted two additional
experiments: SFAMNet with optical flow features and SFAMNet with
hybrid flow features. The hybrid flow features are obtained by combin-
ing the 𝑢 and 𝑣 components from optical flow with the 𝑤 component
from scene flow. The intuition behind the hybrid flow features is to
leverage the complementary information provided by both optical flow
and scene flow; this is explained in Section 5.4 (flow components) in
more detail.

5.1. ME spotting

The results for ME spotting are reported in Table 1. Our proposed
approach with the hybrid flow features (#9) outperforms other meth-
ods (#1∼#8) by achieving the F1-score of 0.0716. Comparing the
pproaches between optical flow features (#5) and scene flow features
#8), it is observed that scene flow performs better because of the
ncorporation of additional depth modality to capture the facial micro-
ovement in 3D space. Therefore, we prove that the expansion from 2D

o 3D in the motion field is important to describe the subtle movement
f ME in all directions (i.e., horizontal, vertical, and depth).

It is worth mentioning that the OF-FD [37] (#1) is the top-1
ethod from the MEGC 2021 spotting task, however, it is discerned

hat no TP is spotted. Besides, the top-1 method from MEGC 2020
potting task, which is SP-FD [59] (#2) has been reported. Instead of
sing the optical flow features, the authors of CAS(ME)2 dataset [8]
#6) re-implemented the SP-FD method with the depth flow features.
evertheless, both results were found to be unsatisfactory. As a whole,

he traditional FD methods have weaker generalization ability and
equire explicit parameter settings. On the contrary, the deep learning
pproaches (#3∼#5 and #7∼#9) performed significantly well. This
ould be ascribed to the large sample size that facilitates the network
o learn the characteristics of the ME occurrences better. While the
op-2 winner of MEGC 2021, which is LSSNet [42] (#3) performs
lightly better than our SFAMNet (#5) on the ME spotting task when
sing optical flow features as input, SFAMNet still demonstrates strong
erformance and has an additional capability to perform multi-task, i.e.,
potting and recognition. Interestingly, it is found that our SFAMNet
#5 and #8) outperforms MEAN [14] (#4 and #7) quite significantly
ither with the optical flow or scene flow features as input. This
ighlights the robustness of our method after the network architecture

efinements.
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Table 2
Performance comparison for ME recognition of 4-class and 7-class on CAS(ME)3 dataset. Results #1∼#4 are obtained from [8]. : Optical flow, : Scene flow, : Hybrid flow.

# Authors Input/Features Method 4-class 7-class

UF1 UAR UF1 UAR

1 Liong et al. [46] RGB-D Image STSTNet 0.3795 0.3792 – –
2 Xia et al. [60] RGB-D Image RCN-A 0.3928 0.3893 – –
3 Zhou et al. [48] RGB-D Image FeatRef 0.3493 0.3413 – –
4 Li et al. [8] RGB-D Image AlexNet 0.3001 0.2982 0.1773 0.1829

5 Xia et al. [60]  RCN-A 0.4002 0.4229 0.1892 0.1879
6 Liong et al. [14]  MEAN 0.3894 0.4004 0.1994 0.1929
7 Ours  SFAMNet 0.3853 0.4142 0.1778 0.1860

8 Xia et al. [60]  RCN-A 0.3966 0.3978 0.1994 0.2006
9 Liong et al. [14]  MEAN 0.3968 0.4187 0.1916 0.2024
10 Ours  SFAMNet 0.4006 0.4271 0.2000 0.2091

11 Ours  SFAMNet 0.4462 0.4797 0.2365 0.2373
Table 3
Performance comparison for ME analysis of 4-class and 7-class on CAS(ME)3 dataset. : Optical flow, : Scene flow, : Hybrid flow.

# Authors Features Method 4-class 7-class

F1-score STRS F1-score STRS

1 Liong et al. [14]  MEAN 0.3532 0.0100 0.1915 0.0054
2 Ours  SFAMNet 0.4156 0.0149 0.1976 0.0117

3 Liong et al. [14]  MEAN 0.4150 0.0171 0.2300 0.0095
4 Ours  SFAMNet 0.4156 0.0289 0.2358 0.0164

5 Ours  SFAMNet 0.4619 0.0331 0.2341 0.0168
5.2. ME recognition

We compare the performance of the benchmark results, our pro-
posed approach, and our additional experiments for the ME recognition
task, as shown in Table 2. Our proposed approach with the hybrid
flow features (#11) surpasses all other methods (#1∼#10) by ob-
taining the UF1 of 0.4462 and UAR of 0.4797 on 4-class evaluation,
besides, showing considerable improvement compared to the base-
line, re-implemented, and proposed methods with different features
(#4∼#10) by achieving UF1 of 0.2365 and UAR of 0.2373 on 7-class
evaluation. In particular, the experiment results suggest that using the
motion information rather than the RGB-D image as network input
improves the recognition performance. To emphasize the importance of
scene flow features in our approach (#10), we conduct an experiment
using RCN-A [60] (#8), which is the method that achieves the best
recognition performance with RGB-D image as input. As a result, it
is evident that scene flow can better represent the ME information as
compared to optical flow by enabling the network to distinguish the
emotions with additional facial depth information.

To understand each emotion class’s difficulty from our proposed
approach’s (#10) prediction, we provide the confusion matrices of
4-class and 7-class in Fig. 5. According to the 4-class analysis, the
performance is slightly higher on negative and surprise emotions, with
0.5120 and 0.4599, respectively. This is attributed to the larger sample
size of negative (457) and surprise (187) compared to the positive
(55) and others (160). An identical scenario turns up on the 7-class
analysis, the majority class such as disgust (250), surprise (187), others
(160), fear (86), and anger (64) prevailed the minority class such as sad
(57) and happy (55). Hence, gathering more ME samples for network
training is necessary to boost the generalization ability and reduce the
prediction bias based on the imbalanced dataset.

5.3. ME analysis

In reality, the human perception system performs the ME spotting
and ME recognition sequentially, where the occurrence is first spotted
and then emotion is classified. However, most existing works struggle
with the ME spotting task in long videos, leading to a lack of interest
in developing a complete ME analysis system. In Table 3, we report the
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performance of our proposed approach against the only existing work
Table 4
Performance comparison for MaE spotting on CAS(ME)3 dataset. :
Optical flow, : Scene flow, : Hybrid flow.

# Features Method F1-score

1  SFAMNet 0.1254
2  SFAMNet 0.0854
3  SFAMNet 0.1484

that performed ME analysis on the long videos, which is MEAN [14].
Note that, we take only the spotted TP intervals for analysis. Our
proposed approach with hybrid flow features (#5) outperforms the rest
(#1∼#4) in terms of STRS, achieving an STRS of 0.0331 in the 4-class
evaluation and an STRS of 0.0168 in the 7-class evaluation. Moreover,
it is noted that our SFAMNet (#2 and #4) outperforms MEAN (#1
and #3) in all metrics when using either optical flow or scene flow
features as input. This verifies that our proposed network architecture
is preferable to the MEAN architecture on the ME analysis task.

To investigate the performance improvement of scene flow over
optical flow, it is observed that our proposed approach with scene flow
(#4) performs either equally or better than the one with optical flow
(#2) on both 4-class and 7-class evaluations in terms of F1-score and
STRS. For a closer inspection, the confusion matrices of our approach
with scene flow (#4) on 4-class and 7-class ME analysis are illustrated
in Fig. 6. Corresponding with the ME recognition results in Fig. 5, the
performance of positive and happy in 4-class and 7-class, respectively,
are among the lowest compared to the rest. From the spotting task, it is
found that there is only 1 happy (or positive) emotion out of 81 spotted
ME samples. Therefore, we discern that the number of spotted ME
samples for a particular emotion class correlates with its classification
result.

5.4. Ablation studies

MaE Spotting: Since there was no previous attempt at MaE spotting
on CAS(ME)3 dataset, we report the results of our proposed approach
and the additional experiments in Table 4. Our proposed approach with
hybrid flow features (#3) outperforms the rest (#1∼#2) by obtaining
an F1-score of 0.1484. Besides, it is noticed that the optical flow fea-
tures (#1) obtained a significantly higher F1-score than the scene flow
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Table 5
Performance comparison between different training data generation methods on
CAS(ME)3 dataset. G/T: Ground-truth; SW: Sliding Window.

Method G/T SW G/T+SW

# of training samples 1700 4472 6172

ME Spotting (F1-score) 0.0041 0.0420 0.0695

ME Recognition
(UF1)

4-class 0.3403 0.3338 0.4006
7-class 0.2239 0.1996 0.2000

ME Analysis
(STRS)

4-class 0.0000 0.0112 0.0289
7-class 0.0014 0.0106 0.0164

Fig. 4. Visualization of the motion field from both scene flow and optical flow during
the eye blinking action.

features (#2), with a difference of nearly 47%. Upon careful inspection,
the RGB-D flow method that computes the scene flow features is weak
in handling large movements and missing objects [51]. As illustrated in
Fig. 4, the scene flow is unable to handle huge movement with missing
pixels during the eye blinking action, in contrast to the optical flow
computed using the TV-L1 algorithm [28].
Data augmentation: Experiments are conducted to determine the
impact of data augmentation strategy on the network performance, as
presented in Table 5. With different training data generation methods,
it is observed that the combination of ground-truth and sliding window
outperforms the others on all tasks except the 7-class ME recognition.
This is attributed to the highest number of training samples which
improves the network generalizability and reduces the chances of
overfitting. Notwithstanding the number of training samples of ground-
truth is lesser than the sliding window, the recognition result is slightly
better due to the more precise ME location used to compute the feature
maps. However, the spotting performance of ground-truth is worse than
the sliding window because the sliding window approach generates a
larger ME sample size with diverse ME patterns. This study ascertains
our presumption that utilizing both ground-truth and sliding window
approaches is complementary to each other.
Attention mechanism: To dive further into the attention mechanism,
we apply the Gradient-weighted Class activation mapping (GradCam)
to visualize the activated regions of SFAMNet with and without the
integration of CBAM. As depicted in Fig. 7, the coarse localization
heatmaps are generated for the layers before and after the concatena-
tion layer. Besides, the heatmaps are overlaid on both the feature map
and raw image to visualize the activated regions. The colors range from
red to blue, in which red indicates high activation and blue indicates
low activation.

Taking the three scene flow components as input, the activation
regions for each stream of the SFAMNet with CBAM before the concate-
nation layer are as follows: 𝑢 — eyes and eyebrows; 𝑣 — eyebrows; 𝑤 —
upper lid. After concatenation, the network emphasizes the eyebrows
regions, which match with the ground-truth label AU 4 (brow lowerer).
Hence, the network accurately predicts the emotion being ‘Negative’
and obtained UF1 of 0.4006. On the contrary, the SFAMNet without
CBAM are as follows: 𝑢 — eyes, eyebrows, and nose; 𝑣 — eyebrows
and eyes; 𝑤 — upper lid. After concatenation, the network produces a
larger activated region covering the entire upper face (including eyes,
eyebrows, and nose regions). The predicted ‘Others’ emotion is incor-
rect and a lower UF1 of 0.3636 is obtained. To this end, we demonstrate
8

Fig. 5. Confusion matrices of ME recognition on CAS(ME)3 dataset.

the attention mechanism’s significance and provide a visual explanation
that our proposed network can localize the related AU.
Flow components: According to the results from Table 4, we find that
the optical flow features as network inputs improve the performance
of MaE spotting. Therefore, we conduct experiments by varying the
network inputs with the components from optical flow and scene flow.
Note that the optical flow is calculated using TV-L1 algorithm [28],
whereas the scene flow is computed using RGB-D Flow [51]. As shown
in Table 6, it is observed that the hybrid flow features with a combina-
tion of 𝑢, 𝑣,𝑤, where u and v are from optical flow and w is from scene
flow, consistently outperforms other combinations on all tasks. This
indicates that the optical flow is robust to reveal the horizontal (𝑢) and
vertical (𝑣) motion details, while scene flow is important in capturing
the depth (𝑤) motion details to improve the network performance
further. Having said that, the computation of hybrid flow features
requires the optical flow and scene flow features to be calculated
separately, which is expensive.

On a side note, we compare the two inputs (𝑢 and 𝑣) from optical
flow and scene flow. It is noticed that optical flow achieves a better
result than scene flow on all tasks. This further confirms that optical
flow is preferable for the computation of 𝑢 and 𝑣 components. In
contrast, the performance of a single input (𝜖 — derivative of optical
flow) is slightly lower because less information is supplied for network
training. Besides, we also see that taking the depth component (𝑤)
from scene flow as input achieved the lowest results, representing that
using the depth information alone does not guarantee a convincing
performance. Hence, it deserves further exploration to understand the
importance of depth dimension when an expression occurs.
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Table 6
Performance comparison of different flow components as inputs of the SFAMNet on CAS(ME)3 dataset. : Optical flow; : Scene flow, : Hybrid flow.

Flow components   

𝑢 ,𝑣 𝜖 𝑢 ,𝑣 ,𝜖 𝑢 ,𝑣 𝑤 𝑢 ,𝑣 ,𝑤 𝑢 ,𝑣 ,𝑤

Spotting (F1-score)
ME 0.0490 0.0408 0.0591 0.0413 0.0000 0.0695 0.0716
MaE 0.1441 0.1235 0.1254 0.0798 0.0018 0.0854 0.1484

Overall 0.1195 0.1025 0.1079 0.0729 0.0014 0.0809 0.1276

ME Recognition (UF1) 4-class 0.4325 0.3390 0.3853 0.3468 0.2740 0.4006 0.4462
7-class 0.2320 0.1731 0.1778 0.2045 0.1108 0.2000 0.2365

ME Analysis (STRS) 4-class 0.0190 0.0159 0.0149 0.0166 0.0000 0.0289 0.0331
7-class 0.0099 0.1763 0.0117 0.0038 0.0000 0.0164 0.0168
Fig. 6. Confusion matrices of ME analysis on CAS(ME)3 dataset.

Pseudo-labeling: To gain insights into the effect of different spot-
ting confidence scores, we have conducted an experiment to compare
the performance of two pseudo-labeling approaches. The first one is the
proposed method, where all confidence scores are labeled as 1 (referred
to as hard pseudo-labels). The second method involves labeling the
confidence score based on the distance from the apex (referred to as soft
pseudo-labels). Specifically, for the frames located from the onset until
the apex, they are labeled as: 𝑠𝑖 = 𝐹𝑖∕(𝐹𝑎𝑝𝑒𝑥 − 𝐹𝑜𝑛𝑠𝑒𝑡). Whereas for the
frames located from the apex until the offset, they are labeled as: 𝑠𝑖 =
(𝐹𝑜𝑓𝑓𝑠𝑒𝑡 − 𝐹𝑖)∕(𝐹𝑜𝑓𝑓𝑠𝑒𝑡 − 𝐹𝑎𝑝𝑒𝑥). The results of these two pseudo-labeling
methods are compared in Table 7. It is observed that the hard pseudo-
labels outperform the soft pseudo-labels quite significantly across all
tasks. This suggests that assigning a uniform confidence score of 1 can
provide a more effective training signal for the network. In contrast,
9

Table 7
Performance comparison of different pseudo-labeling techniques for the spotting
confidence score with scene flow as input.

Pseudo-labels Hard (Ours) Soft

Spotting
(F1-score)

ME 0.0695 0.0440
MaE 0.0854 0.0734

Overall 0.0809 0.0669

ME Recognition
(UF1)

4-class 0.4006 0.3691
7-class 0.2000 0.1984

ME Analysis
(STRS)

4-class 0.0289 0.0156
7-class 0.0164 0.0078

Table 8
Performance comparison of using different network input streams with scene flow as
input. Multi: multi-stream, Single: single-stream.

Network input Multi (Ours) Single

Spotting
(F1-score)

ME 0.0695 0.0426
MaE 0.0854 0.0785

Overall 0.0809 0.0656

ME Recognition
(UF1)

4-class 0.4006 0.3575
7-class 0.2000 0.1815

ME Analysis
(STRS)

4-class 0.0289 0.0160
7-class 0.0164 0.0082

assigning varying confidence scores based on the distance from the apex
may potentially introduce bias during the network learning process.
Additionally, we believe that there is still a large scope for exploration
and further research in pseudo-labeling methods.

Network input streams: The intuition behind the multi-stream
network inputs lies in the multiple components of scene flow features.
To explore this further, an experiment is conducted to compare the
performance of using a multi-stream with individual components as
input versus using a single-stream that incorporates all three com-
ponents as input. As shown in Table 8, the results indicate that the
performance achieved by utilizing the multi-stream is superior to using
a single-stream across all tasks. This can be attributed to the different
components of scene flow, which capture various aspects of motion,
including horizontal, vertical, and depth information. By incorporating
each component separately, the network can extract and leverage
more fine-grained information about the ME movements, leading to
improved performance.

6. Conclusion

Traditionally, facial MEs have been studied using 2D video se-
quences without facial depth information. Lately, the release of multi-
modal datasets has made the development of 3D-based approaches
possible. As one of the earliest works attempts on the multi-modal
CAS(ME)3 dataset, we propose an attention-based end-to-end multi-
stream multi-task network with scene flow features as inputs, namely
SFAMNet, which is demonstrated on three tasks: ME spotting; ME
recognition; ME analysis. Specifically, the RGB-D flow is employed to
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Fig. 7. Gradcam visualization of the SFAMNet with and without the integration of CBAM. Taking video sp153_a in CAS(ME)3 as an example, the activated regions from the
network with CBAM are more precise, thus obtaining a higher recognition result on 4-class evaluation.
compute the scene flow, which is an extension of optical flow with ad-
ditional depth dimension. The experiment results prove that the scene
flow is robust in estimating the 3D motion features, thus improving the
network performance. Furthermore, we present a data augmentation
strategy with a sliding window approach to enlarge the ME sample size
for network training. Intuitively, this technique also stables the network
performance towards the spotting and recognition tasks. To the best of
our knowledge, this is the first known work that proposes an end-to-
end training process to perform a one-stage ME analysis. We validate
our proposed approach on the CAS(ME)3 dataset, outperforming the
benchmark results in all tasks. Further ablation studies are provided to
discuss the interesting findings.
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For future works, we plan to improve the RGB-D flow algorithm by
adding occlusion handling to deal with ‘‘in-the-wild’’ scenarios, enhanc-
ing the ability to overcome the missing objects when a large motion
such as MaE and head movement is present. Besides, the imbalanced
dataset should be investigated to ensure the emotion labels in training
data are distributed equally. While the multi-modal ME samples are
still considered limited, ME generation techniques can be performed to
increase the samples of the minority class. Additionally, the unlabeled
data (part B in CAS(ME)3 dataset) can be utilized for self-supervised
learning. This learning paradigm forces the network to learn more
meaningful visual clues before training on the actual tasks. It is worth
studying the third-generation ME data (part C in CAS(ME)3 dataset)
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with high ecological validity. This could benefit lie detection in crime
scenes and offer a better understanding of ME occurrences.
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