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Unsupervised Hashing with Similarity Distribution Calibration 3



Image Retrieval

Unsupervised Hashing with Similarity Distribution Calibration 4

e.g., 2048 bytes (512-d vector) à 8 bytes (64-bits binary) per image à 256x smaller!!



Unsupervised Hashing
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Unsupervised Hashing
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objective: “reconstruct” the feature similarity
Hyperplane that “split” data into 

two region (a single bit)



Expected Outcome
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Similarity Distribution: 
- We randomly sample many data pairs and compute their similarities, then plot them as histogram.

After hashing:
- Reproduce the similarity distribution!



What is the problem?
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The positive and negative pair have the same “similarity” --- similarity collapsed
0.9 0.87 0.83 0.9 0.9 0.9



What is the problem?
• Similarity Collapsing happens because the distance loss did not consider the ability of 

the hash codes representing similarity in the hash space.
• Low-dimensional K-bits hash codes:

• Having discrete distances

• The discrete distance is limited in range from 0 to K
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What do we observe? 

• Assuming the hash space are fully utilized, when we randomly 
sample two items from a database, what will be the similarity 
distribution?
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Hamming Distance
012



Similarity Distribution Calibration

• Can we align the hash code similarity distribution with a 
calibration distribution (such as Beta distribution)?
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- Empirical Distribution is the hash code similarity distribution (constructed with feature similarity to 
achieve similarity preserving)
- Calibration Distribution is the target distribution (e.g., Beta distribution)



Similarity Distribution Calibration

• Can we align the hash code similarity distribution with a 
calibration distribution (such as Beta distribution)?
• Proposal:  To minimize the Wasserstein distance.
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Show me the result!!
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Visualization of toy example
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Toy example: Learning a 2-bits hash function for 4 well separable object classes

Observation: 
1. Simply preserving the distance collapses the similarity scores completely across all the classes 

(GreedyHash)
2. Adding code balance layer (BiHalf) reduces the degree of collapsing to two groups.
3. Through aligning the similarity distribution with a calibration distribution, our SDC solves this 

collapsing problem well



Retrieval example
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Experimental result
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Conclusion

• We analyzed a severe problem in unsupervised hashing, namely 
Similarity Collapsing in Hash Space
• Hash space does not have enough “similarity range” during comparison, causing 

positive and negative pair to have the same similarity value

• We propose Similarity Distribution Calibration (SDC)
• Aligning the hash code similarity distribution towards a calibration distribution
• This distribution has sufficient spread across the similarity range.
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Thank you!
Github: https://github.com/kamwoh/sdc
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https://github.com/kamwoh/sdc

