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Abstract

At nighttime, reduced visibility could cause foreground
and background images to appear to blend together. How-
ever, ambient light is always present in the natural envi-
ronment, and as a consequence, it creates some contrast
in darkness. In this paper, we formulate a visual analytic
method that automatically unveils the contrast of dark im-
ages (i.e. nighttime), revealing the ”hidden” contents. We
utilize the traits of image representations obtained from
computer vision techniques through a learning based in-
version algorithm, eliminating the reliance on night vision
camera and at the same time minimizing the need for hu-
man intervention (i.e. manual fine-tuning the gamma cor-
rection using Adobe Photoshop software). Experiments us-
ing the new Malaya Pedestrian in the Dark (MyPD) dataset
that we have collected from the website Flickr, and in com-
parison with conventional methods such as image integral
and gamma correction, it shows the efficacy of the proposed
method. Additionally, we show the potential of this frame-
work in applications that could benefit public safety.

1. Introduction
Biologically, human vision drops as the day approaches

night, making it difficult for a regular person to locate, de-

tect or recognize objects or people in the dark of the night.

For instance, can you tell which image in Fig. 1 contains

person(s) and their location? Even when these images are

enlarged, it is still very difficult to notice the content of the

images, nor to find or locate the person(s). As a conse-

quence, the risk of accidents, especially while moving or

driving, will increase. Moreover, based on the statistics

provided by the Philadelphia Police Department and Lon-

don Home Office, the lack of visibility lets crime to take

place inconspicuously where most murders occur at night-

time from 8 p.m. to 12 a.m [7, 8, 16].

Inspired by Allen et al. [1], who stated that ”Humans
do not see light but contrast”, it is eventually the lack of

contrast between objects and the environment that hinders

Figure 1. Example of RGB images captured at nighttime. Can you

guess which image contains person(s), as well as their location.

The answer is revealed in Fig. 7.

our ability to distinguish them as they appear to blend into

each other (even if a high resolution camera is used), as

noticed in Fig. 1.

However, it does not mean that the captured image is

without contrast because of the existence of ambient light1

naturally. Ambient light reflects small amount of visual in-

formation and as a result creates contrast within dark im-

ages and videos. We intend to unveil this contrast to make

the blended information more apparent. This is not new as

photo editing software (e.g. Adobe Photoshop) had made

use of this to enhance poor quality images (i.e. poor light-

ing, exposure error).

Though widely used and gives good results, they require

manual processing of images and videos which are both te-

dious and impractical for real-time employment. On the

other hand, existing approaches that deal with applications

at nighttime commonly adopt specified cameras such as in-

frared and thermal imager [12, 17]. However, the support

provided by the cameras also becomes a constraint because

the specified hardware must be available for their systems

to work, otherwise they become ineffective.

This paper proposes a visual analytic approach to unveil

the contrast in darkness. This is made possible by utilizing

the traits of image representations obtained from computer

vision techniques through a learning based inversion algo-

rithm, eliminating the reliance on camera hardware and at

the same time minimizing the need for human intervention.

We also propose potential applications that would benefit

1In photography, ambient light refers to available light in the surround-

ings that is not artificially provided by the photographer
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from our proposed framework, and introduce a new night-

time dataset, Malaya Pedestrian in the Dark (MyPD)2, be-

cause to our knowledge, such dataset is not available pub-

licly. It is a challenging dataset collected from the image

sharing website, Flickr, consisting of 223 images with and

without people, captured at twilight or nighttime.

2. Proposed Framework
Ambient light is always available in our surroundings

even in the darkness of the night. To put it into perspective,

we are still able to see inside a dark room (without switch-

ing on indoor lighting) because of moonlight or streetlights

penetrating the room through the windows. Unless the room

is fully sealed where absolutely no light can penetrate.

Similarly, images captured in the dark (which we call

dark images) that appear to look uniform to us actually con-

tain details due to the ambient light. However, the relatively

low intensity that leads to low contrast renders the details

not easily noticeable by simple human observation. Unlike

in real environments where our eyes can adapt to low light,

the intensities captured within an image is fixed. Hence,

to be able to see the contents captured in the dark image,

we need to adjust the contrast of the image, and we intend

to develop an algorithm to do so, making use of the small

differences provided by the ambient light’s intensities.

The term contrast is a commonly used term in computer

vision referring to image gradients or difference in inten-

sity that enables us to see edges and textures. To this end,

our strategy is to derive a formula that expands (maximizes)

the gradient of dark image. As a result of that, we obtain

an image with the information revealed. Formally, given a

dark image, I , we define the gradients from ambient light as

∇(I) and the resultant image, IR can be defined as follows:

IR = arg max
∇(I)∈RD

(∇(I)) (1)

At the same time, we note that feature descriptors can

maximize ∇(I) of an image as follow:

φ(I) = max
∇(I)∈RD

(∇(I)) (2)

where φ(I) is the feature representation. By inverting Eqn.

2, the representations can be formulated as an image that

has maximized gradients,

φ−1(I) = arg max
∇(I)∈RD

(∇(I)) (3)

It is apparent that Eqn. 3 is equivalent to Eqn. 1, thus,

we can represent the resultant image, IR by the inverse of

gradient based features of I , φ−1(I).

2Dataset available at http://web.fsktm.um.edu.my/∼cschan/project6.htm

(a) Original image (b) φ(I) = HOG (c) φ(I) = SIFT

Figure 2. Example of different visualizations, IR

In the literature, there are great deals of notable gradient

based features, so it is not necessary to design new ones.

Instead, we selected them based on our objective, that is

gradient maximization. Our choices are, but not limited to,

SIFT [11] and HOG [3] as these representations are com-

puted with a series of gradient magnitude calculation, ori-

entation binning, normalization and thresholding that ulti-

mately bring about optimized gradients representations.

However, inversion of these gradient based features

through analytical approach is not viable due to the rep-

resentations’ computations that are not easily reversible.

Hence, one of the best strategies is by approximating the

image from the nearest feature descriptor, as follows:

IR = arg min
IR∈RD

‖φ(IR) − φ(I)‖22 (4)

The inversion formulation in Eqn. 4 is also employed

in [4, 14, 15] that has gained interest in the computer vision

community lately. While their purpose is to study features,

we approach it to enable us to unveil contrast. We engage

the paired dictionary learning method [14] to solve Eqn. 4,

and example of the resultant images are shown in Fig. 2.

The resultant images from both gradient based features are

distinctively different due to their dissimilar calculation al-

gorithms.

It is evident that the images produced by using both

SIFT and HOG as the gradient based features (denoted as

IR,SIFT and IR,HOG respectively for the rest of the docu-

ment) are similar contrast and brightness adjusted grayscale

images (SIFT and HOG does not encode color information).

Both accentuates the edges and objects’ outlines in the dark

image, albeit at varying degrees of detail, revealing details

of objects or people that were unobservable previously in

the original image (e.g. the bench behind the person in Fig.

2). As a result, such emphasized information makes detec-

tion or recognition of objects such as people, characters etc.

in the dark possible.

3. Experiments

In our experiments, we evaluated the proposed method in

comparison with other approaches, namely image integral

and gamma correction.
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(a) Original Image (b) Image Integral (c) Adobe Photoshop (d) IR,HOG (3×3) (e) IR,HOG (13×13) (f) IR,SIFT

Figure 3. Example of image with different visualization and their corresponding intensity histograms (x-axis: intensity values from 0 to

255; y-axis: frequency)

3.1. Dataset

The experiments and evaluation of our framework was

performed using the new MyPD dataset we collected from

Flickr, an image sharing website, consisting of 223 dark im-

ages. They are a mix of images captured at nighttime or twi-

light with inconsistent lighting that restricts our observation

of details. There are 81 images without people and 142 im-

ages that contain varying numbers of people from one per-

son to groups of people at different sizes and backgrounds

including crowds. We additionally annotated the people in

the images so that the dataset could be used for other tasks

such as people detection. The annotation was done using

bounding box that covers the entire person, mostly in up-

right position, amounting to a total of 373 persons.

3.2. Experimental Settings

Among the four methods we applied to unveil contrast,

the image integral is the most basic approach where all the

dataset images were subtracted with the mean across the

whole dataset. On the other hand, we had chosen gamma

correction approach (i.e. using Adobe Photoshop software)

as our baseline where it was done by manually3 adjusting

specific parameters (i.e. contrast, brightness, saturation,

sharpness) of each image until the contents were clearly

seen. As for our approach, in SIFT we used regular grid

to densely sample the features, also referred to as Dense

SIFT (DSIFT) [13], to enable the rebuilding of the full im-

age structure of IR,SIFT .

We train paired dictionaries of SIFT and HOG at patch

size of 13 × 13 from Caltech-256 [10] as it consists of

plain object-only images that gives simple and distinct patch

basis for better visualization quality. It could be seen

from our experiment that a 13 × 13 IR,HOG (denoted as

IR,HOG (13×13)) did not show much comprehensible in-

3We employed 5 volunteers for this task, and selected the best qualita-

tive result

Gamma Integral IR,HOG IR,HOG IR,SIFT

Correction (3× 3) (13× 13) (13× 13)

14.38 24.40 8.94 7.55 9.92

Table 1. Mean PSNR (in dB) comparison between approaches.

formation, therefore, we additionally train another dictio-

nary for IR,HOG using patch sizes of 3×3 (IR,HOG (3×3)).

3.3. Performance Comparisons

We evaluated the four different approaches qualitatively

and quantitatively using peak signal-to-noise ratio (PSNR).

PSNR is commonly used to measure the quality of recon-

struction from image compression. Here, it is used to mea-

sure and compare the resultant quality of the adjustments

made by the different methods. Table 1 shows the mean

PSNR of the set of images we tested on and as expected,

image integral has the highest PSNR among all approaches.

This is because the process only involves subtracting the

dataset mean. However, through visual observation in Fig.

3, it is obvious that image integral has difficulty revealing

the details of the images. In fact, almost nothing can be

noticed from the image integral. Conversely, gamma cor-

rection performs much better visually despite a low PSNR.

In the mean time, the PSNR of IR,SIFT is better in com-

parison with IR,HOG in both patch sizes, and has a closer

PSNR value to the gamma correction. This suggests that the

contrast adjustment by our approach with SIFT as the gra-

dient based features results is a closer match to the baseline.

A comparison of intensity histograms in Fig. 3 shows

a similar trend between the gamma corrected and our pro-

posed results while, the image integral skews the intensities

towards lower values. This similarity is in agreement with

the PSNR results that show our approach is similar to the

baseline. This is further supported by visual observation

in the respective images whereby details in Fig. 3 can be

seen, particularly in IR,HOG (3×3) and IR,SIFT , similar
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(a)

(b) (c) (d)

Figure 4. Image with people of varying scales: (a) From left

to right: Baseline (Gamma), IR,HOG (3×3), IR,HOG (13×13),

IR,SIFT (13×13); Crop images of people from the colored

bounding boxes in (a): (b) Green, (c) Blue, (d) Red

to the gamma corrected image. Furthermore, we establish

that IR,SIFT retains more details than IR,HOG . This is

supported with an example in Fig. 3 where it is easier to

see fine details in IR,SIFT such as the well defined figure

of the person, street lights, and leaves of the tree, as op-

posed to the slightly distorted images of IR,HOG (3×3) and

IR,HOG (13×13). We can associate this finding to the dif-

ferences of the chosen SIFT and HOG as the gradient based

features.

On further observations as depicted in Fig. 4, we de-

duced that using IR,SIFT as the gradient based features is

more robust to scale changes than IR,HOG . For example,

Fig. 4(a) illustrates IR,SIFT and IR,HOG images contain-

ing 3 people with different scales, in comparison with the

gamma corrected approach as the baseline. The person in

the green bounding box, enlarged in Fig. 4(b), is at a smaller

scale compared to the other two in blue and red boxes, en-

larged in Fig. 4(c) and Fig. 4(d), respectively. As seen, it is

hard to visualize any people in IR,HOG (13×13). Downsiz-

ing the patch (i.e 3×3) to produce another IR,HOG , two of

the people are now visible (as shown in Fig. 4(c) and Fig.

4(d)), but the other (smaller) person (i.e in Fig. 4(b)) is still

missing. In the case of IR,SIFT , it clearly visualizes all the

people in one single size (13×13). Based on this analysis, it

seems to us that the robustness of IR,SIFT provides a more

suitable visualization platform for further tasks, and this is

one of our future work.

4. Applications

In this section, we explore the use of our proposal in

practical applications. The framework can be applied to

a wide variety of uses, this work focuses on fields that

would assist public safety. Specifically, people detection

and forensic study.

Figure 5. Example of the detections of people with varying scales,

number of people and background complexity with IR,SIFT . All

these images are in their original size.

4.1. People Detection

Despite successful results in people detection [2, 6, 9],

there are almost no works that addressed nighttime detec-

tion using color (RGB) images. Research in this direction

is valuable as it can be the groundwork for complex tasks,

such as suspicious activity detection at nighttime that would

lead to identifying criminal activity. The combination of our

framework with people detection algorithm can be the basis

for such future works. Generally, the method can be cou-

pled with any detector to perform person detection in the

dark. In this work, we choose the ACF detector [5] as it

is one of the fastest people detectors with state-of-the-art

performance.

Using our proposed dataset, the images are separated

into training and testing sets, where the training set has 100

positive samples of people images and 60 negative samples,

while the testing set has 40 positive and 21 negative sam-

ples. We tested the people detection on IR,SIFT as estab-

lished in Section 3.3, that IR,SIFT is more robust compared

to IR,HOG . Fig. 5 shows the samples of successful people

detections with IR,SIFT . It is noted that the detected peo-

ple are of varying sizes, yet their details can be clearly seen

and understood even by human vision.

4.2. Forensic Study

Our proposed method that ”reveals” details in the dark

is also a useful tool for forensics study. In investigations,

image evidence is crucial and every detail within the image

is vital. However, photo evidence is not always presented

in the best conditions with good lighting and contrast. Es-

pecially if the evidence is a crime that happened in the dark

or at night, and night vision cameras are not readily avail-

able to capture the moment. As a result, investigators would

have to put in more time to process the images. Our pro-

posed framework would assist them in processing dark im-

ages and possibly bring forward (unveil) useful details that

were ”hidden”.

We applied our framework on all 221 images of the

MyPD dataset and studied the contents. To our surprise, we
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(a) (b)

(c)

Figure 6. Example of visualization in the dark. (a) IR,SIFT shows

a person is behind the pole at the back, the type of clothing the

person at the front is wearing. (b) IR,SIFT shows a person at

the window above the signboard, and a box like object in another

window. (c) a zoom up for the image before and after our proposed

method (most right box of (a) and most left box on (b)).

Figure 7. The correspond to the original image in Fig. 1. All

except two (3rd and 5th image) contains a person.

notice that the visualizations bring details to our attention

that were otherwise missed, such as the example shown in

Fig. 6. In Fig. 6(a) we found a person behind the pole at the

back, the type of clothing the person at the front is wearing,

and writings on a sign in the darkness, while in Fig. 6(b),

we noticed what seems to be a person at a window above the

signboard and a box-like object in another window. Also, a

Chinese character on the left of the image is clearly visible.

5. Conclusion

In this paper, we propose a novel visual analytic ap-

proach that utilizes naturally available ambient light to un-

veil the contrast of dark images. The proposed framework

makes use of characteristics of feature descriptors to capture

ambient light and employs learning based feature visualiza-

tion to invert the features into visible image space. The re-

sult is an image with emphasized contrast, similar to gamma

correction. It is found that SIFT is a better gradient based

feature for this task in comparison with the HOG, because

the resultant image contains higher degree of detail. Fur-

thermore, we presented applications that can benefit from

this framework, namely people detection at nighttime and

forensic study, whereby it can serve as a basis for future

nighttime applications.
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image from its local descriptors. In CVPR, pages 337–344,

2011.

[16] B. Welsh and D. Farrington. Improved street lighting. In Pre-
venting Crime, pages 209–224. Springer New York, 2007.

[17] X. Zhao, Z. He, S. Zhang, and D. Liang. Robust pedestrian

detection in thermal infrared imagery using a shape distri-

bution histogram feature and modified sparse representation

classification. Pattern Recognition, 48(6):1947 – 1960, 2015.

270



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


